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ABSTRACT
Many studies examining social media use rely on self-report
survey questions about how much time participants spend on
social media platforms. Because they are challenging to an-
swer accurately and susceptible to various biases, these self-
reported measures are known to contain error – although the
specific contours of this error are not well understood. This
paper compares data from ten self-reported Facebook use sur-
vey measures deployed in 15 countries (N = 49,934) against
data from Facebook’s server logs to describe factors associ-
ated with error in commonly used survey items from the lit-
erature. Self-reports were moderately correlated with actual
Facebook use (r = 0.42 for the best-performing question),
though participants significantly overestimated how much
time they spent on Facebook and underestimated the num-
ber of times they visited. People who spent a lot of time
on the platform were more likely to misreport their time, as
were teens and younger adults, which is notable because of
the high reliance on college-aged samples in many fields. We
conclude with recommendations on the most accurate ways
to collect time-spent data via surveys.
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INTRODUCTION
When studying the relationship between technology use and
other aspects of people’s lives, researchers need accurate
ways to measure how much people use those technologies.
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This measurement remains a key challenge [15, 16]. Histor-
ical advances in data collection—from Nielsen boxes moni-
toring television use [52, 77] to phone sensors [13, 28] and
server logs [12]—have improved these measures, and re-
searchers continue to find innovative ways to combine behav-
ioral data with attitudinal surveys [68]. Still, for a number of
reasons, including the need to compare measures over time,
many scientists employ survey measures of media use.

However, survey participants’ reports of their own media use
have well-documented limitations [42, 20, 30]. Participants
may not report accurately, either because they can’t recall or
don’t know [59, 63, 57]. They may report in biased or skewed
ways, influenced by social desirability [49], expressive re-
porting [7], or priming [69]. Certain demographics (e.g.,
young people) may be more prone to recall issues [56]. The
cognitive load of reporting and restrictions on survey length
may preclude obtaining sufficient detail through surveys [40].

Few of these measures have been validated with comparisons
between self-reports and server-log data, which would as-
sist researchers in survey item selection. Further, such direct
comparisons help level the uneven playing field that arises
when scholars who are not affiliated with social media com-
panies do not have access to server logs and instead rely on
(potentially weaker) self-reports. This system also stymies
the research community, in that industry typically focuses
on a different set of questions (e.g., those with more direct
connections to product design) than academics who might be
oriented toward basic research [51]. Additionally, industry
researchers may enjoy a methodological advantage because
they are able to access more granular data about what kinds
of activities people do, enabling them to conduct analyses that
those relying on simple survey questions are precluded from
exploring. In some cases, academic researchers are able to
build systems for testing theory that are adopted by enough
users ‘in the wild’ (e.g., MovieLens [27]) but in many cases,
researchers struggle to compete in the marketplace of apps,
or lack the technical or design expertise to pursue this option.

One way to address this challenge would be for platforms to
anonymize and release data to researchers. Although some



companies are exploring ways to share data in a privacy-
preserving way (e.g., [19]), data sharing is challenging for
multiple reasons. Companies are limited by privacy policies
and international laws, and sharing disaggregated user data
without the appropriate notice or consent is problematic eth-
ically (in light of privacy concerns) and logistically (e.g., if
a person deletes a post after that dataset is shared with re-
searchers, it is technically challenging to ensure it is deleted
everywhere). Finally, as was shown through the release of
a crawled dataset, it is very dif�cult—if not impossible—to
fully anonymize networked social media data [79]. Given
the above, it is important that alternative, validated measures
be made available to researchers who do not have access to
server-level data.

Therefore, this paper presents an evaluation of self-report
measures for time spent on Facebook and recommendations
to researchers. As one of the largest social media platforms,
Facebook is the focus of many empirical studies, most of
which employ some measure of site use. We conducted an
analysis comparing server-logged time-spent metrics to self-
reported time-spent survey questions popular in the �eld. In
doing so, we note that only measuringtime spent on plat-
form may offer limited insight into important outcomes such
as well-being, becausehow people spend their time is often
more important [11, 8]. However, time on platform is an im-
portant variable in numerous studies [18, 31, 35]. Thus, in or-
der to facilitate meta-analyses and support continuity across
past and future scholarship, this study makes the following
contributions: 1) statistical evaluation of self-reported time
spent measures over a large, international sample, 2) assess-
ment of multiple question wordings, and 3) guidance for re-
searchers who wish to use time-spent self reports.

Four problems motivate this work. First, a wide set of so-
cial media usage questions appear in the published literature.
While there have been investigations of the quality of speci�c
questions [9, 35], no work to date has provided a comprehen-
sive analysis of items evaluated against server-level data. Sec-
ond, scholars and policymakers care about outcomes of social
media use including well-being [11, 29], social capital [17,
18, 80, 12], and academic performance [36, 38, 39]. Accu-
rate assessments of social media use in these domains is crit-
ical because of their importance to people's lives. Third, as
mentioned above, many scholars do not have access to other
sources of data that could contextualize self-report data, such
as server logs or monitoring software. Measurement valid-
ity remains an important consideration for comparative work
within the scienti�c community. Finally, comparative inter-
national understanding of social media use is dif�cult [45]
and rarely conducted, particularly beyond comparisons of or
between Western countries (cf. [23, 50, 65]). International
comparative work can be particularly fraught due to measure-
ment error [54, 67, 2]. Because social media is one of the
largest growing sources of information access globally [55],
it is important to assess the accuracy of these questions in dif-
ferent regions and cultures in order to support this research.

RELATED WORK

Reliability of Self-Reported Media-Use Measures
The measurement of media use has relied for decades on
self-reports [48, 60]. However, these self-reports have been
shown to be unreliable across many domains. Historically,
self-report validity is low for exposure to television and news-
papers [3, 4, 44, 78], general media use [16, 62], and news
access [70, 43, 32, 73, 56]. Self-reported internet and social
media use have also been found to be unreliable. Many stud-
ies across general internet use [5, 61], device use [37], spe-
ci�c platforms [47], recall of speci�c types of content [72],
and speci�c actions taken [66] �nd low reliability, especially
when compared to logged behavioral data.

For Facebook in particular, a few studies demonstrate the mis-
match between logged data and retrospective, self-reported
use. Studying 45 U.S. college students, Junco [35] found that
there was a “strong positive correlation” (r = 0.59) but “a sig-
ni�cant discrepancy” between self-reports and laptop-based
monitoring software: participants reported spending 5.6x as
much time on Facebook (145 minutes per day) as they ac-
tually did (26 minutes). That study did not track Facebook
use on mobile phones and participants may have used it more
or less than usual because they knew they were being tracked.
Haenschen [25] surveyed 828 American adults and found that
“individuals underestimate[d] their frequency of status post-
ing and overestimate[d] their frequency of sharing news links
on Facebook.” Burke and Kraut [9, 11] found that self-reports
of time on site among 1,910 English speakers worldwide were
moderately correlated with server logs (r = 0.45). This paper
builds on this prior work by assessing multiple popular ques-
tion wordings at once with a large, international sample and
provides recommendations to researchers on the best ways to
collect self-reports of time spent on Facebook.

Sources of Error in Self-Reported Time Spent
Mental Models of Time Spent. One of the greatest sources
of ambiguity in self-reports of time spent online is that par-
ticipants have different mental models for the phenomenon
that researchers care about. For time spent on Facebook,
Junco [35] found that students in an informal focus group
reported thinking about Facebook “all the time,” which may
have caused them to in�ate their self-reported time. Attitudes
towards social media use—such as “my friends use Facebook
a lot” or “using social media is bad for me”—might also cause
people to report greater or lesser use, respectively [53]. Some
people may include time reading email and push noti�cations
from Facebook while others might only count time they ac-
tively scrolled through posts or typed comments. Some may
include the time spent on messaging, depending on whether
they are on a device that incorporates it as a separate applica-
tion or not. For people who do not use Facebook every day,
some may estimate their average use across the past week by
including only days in which they opened the app; others may
include zeros for days of non-use. Beyond these differences,
it may be cognitively impossible for participants to recall time
across multiple devices or interfaces.

Wording and Context. Speci�c words and context also in�u-
ence responses to time-spent questions. Common words may



be interpreted in different ways [21]. For instance, in one
study 53% of respondents interpreted “weekday” as Monday
through Friday (5 days) and 33% as Sunday through Satur-
day (7 days) [6]. Question interpretation varies by gender,
race, and ethnicity [76]. Speci�c time frames like “in the past
week” or “in general” affect the method people use for esti-
mation [74, 46]. Anchoring bias, or the tendency to rely on
one piece of information while making decisions [1], affects
both question stems (e.g., asking participants about “hours”
or “minutes” per day, where the former may cause people to
assume they spend more than an hour per day and thus report
larger amounts of time) and options in multiple-choice ques-
tions (e.g., setting the highest response choice to “More than
1 hour per day” versus “More than 3 hours per day” in�u-
ences people's perceptions about what “the most” Facebook
use is and where they �t on the response scale).

The present study evaluates several self-report time-spent
questions gathered and adapted from previous social science
research and national surveys, in order to test the error in-
troduced by the features described above and provide recom-
mendations on their use.

METHODS
To understand accuracy in self-reported time spent on Face-
book, a voluntary survey of self-reported time estimates was
paired with actual time spent data retrieved from Facebook's
server logs in July 2019. All data were analyzed in aggregate
and de-identi�ed after matching.

Participants
Participants (N = 49,934) were recruited via a message at the
top of their Facebook News Feeds on web and mobile inter-
faces. The survey was targeted at random samples of people
on Facebook in the following 15 countries: Australia (N =
630), Brazil (8930), Canada (858), France (2198), Germany
(785), India (4154), Indonesia (2812), Mexico (8898), Philip-
pines (1592), Spain (1780), Thailand (3289), Turkey (2418),
United Kingdom (1425), United States (5682), and Vietnam
(4483). Countries were selected because they had large pop-
ulations or had appeared in prior published literature using
self-reported time estimates. The survey was translated into
the local language of each participant; translated versions of
the survey are available athttps://osf :io/c5yu9/

Compared to a random sample of Facebook users, respon-
dents were 1.1 years younger, 5% more likely to be female,
had 55% more friends, spent 115% more time on the site in
the past month, and had 14% fewer sessions in the past month
(all p < 0.001). To account for survey-takers having different
activity levels than a random sample, time-spent data from
a random sample of Facebook users was incorporated where
noted, such as in the denominator when computing z-scores.
How this selection bias affects interpretation of the results is
discussed at the end of the paper.

Survey Content
Participants answered one question from a counterbalanced
set of ten about how much time they spent on Facebook or

how many times they checked Facebook (see Table 1). Ap-
proximately 5000 people answered each question. A super-
set of 32 questions was selected from the literature reviewed
above, and then �ltered down to ten based on their popular-
ity (i.e., citation count or use in national surveys) and diver-
sity of phrasing and response choices. Some original ques-
tions were created by the authors, and in some cases, versions
of the same question were presented with different response
choices. Questions that asked for a speci�c amount of time
per day used javascript to ensure participants entered a valid
number (no more than 24 hours per day, 1440 minutes per
day, or 100 sessions per day). Participants also answered
questions about perceived accuracy (“You just answered a
question about how much time you spend on Facebook. How
accurate do you think your answer is? Not at all accurate /
Slightly accurate / Somewhat accurate / Very accurate / Ex-
tremely accurate”) and dif�culty (“How easy or dif�cult was
it to answer that question? Very easy / Somewhat easy / Nei-
ther easy nor dif�cult / Somewhat dif�cult / Very dif�cult”).

Server Log Data of Time Spent
Participants' responses were matched with log data from
Facebook's servers for the previous 30 days, up to and in-
cluding the day prior to the survey. All data were observa-
tional and de-identi�ed after matching. Time spent was cal-
culated as follows: when a person scrolled, clicked, typed,
or navigated on the Facebook app or website, that timestamp
was logged. When a person switched to a different app or
browser tab or more than 30 seconds passed without a click,
scroll, type, or navigation event, time logging stopped at the
last event. For each of the 30 days, two data points were
included: daily minutes, the number of minutes they spent
in the foreground of the desktop or mobile versions of Face-
book.com or the Facebook mobile app, anddaily sessions,
the number of distinct times they logged in or opened one of
those surfaces, at least 60 seconds after a prior session. Accu-
racy results were qualitatively similar using sessions at least
300 seconds apart. These two variables were aggregated dif-
ferently based on which survey question a person answered,
described below. Daily minutes and sessions did not include
the use of the chat client, Facebook Messenger, which is part
of Facebook.com but is a separate application on mobile de-
vices. We repeated the analyses with and without Messenger
time and determined that including Messenger did not quali-
tatively change results. Participants' ages, genders, and coun-
tries from their Facebook pro�les were included in analyses
where noted.

In order to mirror the typical research practice of inspecting
and cleaning self-report data to account for unrealistic an-
swers, we capped the values of open-ended, objective ques-
tions at the 95th percentile. Most questions had outliers (e.g.,
77 respondents reported using Facebook for 24 hours per
day), and accuracy was lower without this cleaning.

Data for Objective Questions
Hours per day (Question A): Average hours per day for the
seven days prior to the survey. For this and subsequent aver-
ages, any days in which a participant did not open Facebook



Label Question text Responses Response
type

Question
type

Source

A How many hours a day, if any, do you typically spend using
Facebook?

Open text open objective [22]

B In the past week, on average, approximately how many min-
utes PER DAY have you spent actively using Facebook?

Open text open objective [58,
17]

C In the past week, on average, approximately how much time
PER DAY have you spent actively using Facebook?

__ hours __ minutes open objective [17]*

D In the past week, on average, approximately how much time
PER DAY have you spent actively using Facebook?

Less than 10 minutes per day
10–30 minutes per day
31–60 minutes per day
1–2 hours per day
2–3 hours per day
More than 3 hours per day

closed objective [17]

E On average, how many times per day do you check Facebook?Open text open objective [35]
F How many times per day do you visit Facebook, on average?Less than once per day

1-3 times per day
4-8 times per day
9-15 times per day
More than 15 times per day

closed objective [58]

G How much time do you feel you spend on Facebook? De�nitely too little
Somewhat too little
About the right amount
Somewhat too much
De�nitely too much

closed subjective original

H How much do you usually use Facebook? Not at all
A little
A moderate amount
A lot
A great deal

closed subjective original

I How much do you usually use Facebook? Slider (not at all [0] to a lot [100]) slider subjective [41]*
J How much do you usually use Facebook? Much less than most people

Somewhat less than most people
About the same as most people
Somewhat more than most people
Much more than most people

closed relative original

Table 1. Self-reported time spent questions. Participants answered one of these ten questions. * Question was adapted from the original version.

were listed as 0 and included in the average. Errors are re-
ported in terms of minutes for comparison to other questions.

Minutes per day (B) and Time per day (C): Average min-
utes per day for the seven days prior to the survey.

Daily time past week (D):Average minutes per day for the
seven days prior to the survey. This value was binned to
match survey response choices (e.g., “Less than 10 minutes
per day”).

Times per day (E): Average daily sessions for the 30 days
prior to the survey.

Times per day (F): Average daily sessions for the 30 days
prior to the survey. Session counts were binned to match sur-
vey response choices (e.g., “Less than once per day”).

Data for Subjective Questions
For subjective survey questions, there is no perfect “gold stan-
dard” server-log data, since responses such as “a lot” mean
different things to different people (e.g., based on their com-
parison group). Instead, we attempted to create a reasonable
comparison point, treating the survey responses as a distribu-
tion and seeing how well the participant's self-reported po-
sition in the distribution matched their position in the actual
time-spent distribution. Our rationale stems from the idea that
a researcher would want people who use Facebook very little

to respond on the lowest end of their survey instrument and
those who use Facebook a lot to respond on the highest end.
Thus, these server log data are employed to test that idea,
however imperfectly given the limitations of subjectivity.

Feelings about time (G):Total minutes (not daily average)
for the 30 days prior to the survey. Results for this and sub-
sequent questions were qualitatively similar when using daily
average. This value was sliced into �ve evenly-sized bins to
correspond with the �ve response choices on the survey.

Usual use (H):Total minutes for the 30 days prior to the sur-
vey. This value was sliced into �ve evenly-sized bins to cor-
respond with the �ve response choices on the survey.

Usual use (I):Total minutes for the 30 days prior to the sur-
vey. These data were sliced into 100 evenly-sized bins (their
percentile) to correspond with the slider's 100 choices.

Usual use compared to others (J):Average daily minutes
for the 30 days prior to the survey capped at the 99th per-
centile to reduce error from outliers, then converted into
the number of standard deviations away from the mean (z-
score). The mean and standard deviations came from a sepa-
rate dataset: a random sample of Facebook users (rather than
survey-takers) to account for survey-takers being more active
than average. These z-scores were then distributed into �ve



Label Under- Over- Were Were Mean Correlation between Women's Range of
reported reported accurate close absolute error reported &

actual time
error &
actual time

error & age error
relative

to men's

error across
countries

A 11% 89% 0% 5% 189.2 minutes 0.29*** 0.11*** -0.17*** 12.1%** 288%***
B 48% 52% 0% 6% 87.5 minutes 0.25*** 0.23*** -0.14*** 9.3%* 200%***
C 14% 86% 0% 4% 255.5 minutes 0.24*** 0.10*** -0.12*** 1.6% 113%***
D 34% 39% 27% 38% 1.2 bins 0.40*** -0.02 -0.04** 2.1% 54%***
E 64% 35% 0% 7% 12.9 sessions 0.27*** 0.23*** -0.17*** -3.8% 134%***
F 49% 18% 34% 39% 1.0 bins 0.42*** -0.01 -0.01 4.2% 44%***
G 35% 42% 24% 40% 1.2 bins 0.24*** -0.05*** 0.01 -2.3% 22%***
H 31% 45% 24% 42% 1.2 bins 0.26*** -0.15*** 0.01 -2.3% 67%***
I 33% 66% 1% 3% 29.2 points 0.24*** -0.26*** 0.02 -1.2% 40%***
J 68% 11% 20% 34% 1.4 bins 0.23*** 0.35*** 0.00 -3.3% 81%***

Table 2. Accuracy metrics for the ten self-report questions. *p < 0.05, **p < 0.01, ***p < 0.001.

bins to correspond with survey choices: people 0.75 stan-
dard deviations (sd) below the mean (corresponding with us-
ing Facebook “much less than most people”), between 0.75
and 0.25 sd below the mean (“somewhat less than most peo-
ple”), within -0.25 and +0.25 sd of the mean (“about the same
as most people”), between 0.25 and 0.75 sd above the mean
(“somewhat more than most people”) and more than 0.75 sd
above the mean (“much more than most people”).

Evaluating Time Spent Survey Questions
To evaluate self-reported time spent questions, six accuracy
metrics were considered:

1. Correlation between self-reported time spent and actual
time spent, to understand the strength of the relationship
between self-reports and actual time spent.

2. The fraction of participants who under-reported, over-
reported, or correctly reported their use, to understand the
direction of error.

3. The fraction of participants who were close. For open and
slider questions this meant responding within +/-10% of
the correct value. For closed questions this meant selecting
the correct response choice or one choice above or below.

4. The absolute difference between self-reported and actual
time spent, to understand the magnitude of error. For open-
ended questions this value is reported in minutes or ses-
sions per day. For closed and slider questions, this value
is reported in “bins” (how many response choices “off” a
person was from their correct position).

5. Correlation between error (absolute value) and actual time
spent. This indicates whether people who spent a lot of
time on Facebook had more error than people who spent
very little time, or vice-versa. Good questions should have
no statistically signi�cant relationship between error and
actual time spent.

6. How error varied by age, gender, and country, to under-
stand how demographics in�uence self-report error.

Additionally, to understand more generally what factors con-
tribute to error in self-reports and to assist researchers in char-
acterizing error patterns across samples, two regressions were
run on absolute error (standardized), pooled across multiple
questions: one regression for closed-ended questions, and

one for open (error was log-transformed before standardiza-
tion). The covariates were age (standardized), gender (male,
female, and other), country, whether the question was subjec-
tive or not (only relevant for the closed questions), the total
amount of time a person spent on Facebook in the past 30
days (log-transformed and standardized), and the total num-
ber of sessions from the past 30 days (log-transformed and
standardized). This explains how demographics, question
characteristics, and Facebook use affect self-report accuracy.

RESULTS
The results section is organized as follows: First is a general
summary of patterns across questions along with a summary
table showing the accuracy metrics per question. Then there
is a more in-depth description of results for speci�c questions.
Finally, regressions are presented to identify the factors most
strongly associated with sources of error in self-reports.

Summary Across Questions
Accuracy. In general, most respondents over-reported how
much time they spent on Facebook and under-reported how
many times they visited. Self-reported measures exhibited
low accuracy with a wide variety of error – systematic over-
reporting, under-reporting, and a noisy mix of both (see Ta-
ble 2 and Figure 1). Correlations between actual and self-
reported Facebook use ranged from 0.23 to 0.42, indicating a
small to medium association between self-reports and server-
logged data [14]. On open-ended questions participants over-
estimated their time spent by 112 minutes per day, though
this value hides substantial variation; on one question partic-
ipants over-estimated by an average of three hours per day.
Closed-ended questions generally had less error than open-
ended questions and participants said that closed-ended ques-
tions were slightly easier to answer (Std.b = 0.09,p < 0.001).
On most questions, there was a relationship between error and
how much time people spent on Facebook: typically, people
who spent more time on the site were less accurate. For sub-
jective questions, the opposite was true: people who spent
very little time on the site were less accurate. Though par-
ticipants believed they were between “somewhat” and “very
accurate” on all questions (M=3.3 out of 5), there was little
relationship between perceived accuracy and error (r = -0.07
across questions). Similarly, participants found most ques-
tions “somewhat” easy to answer (M=2.0 out of 5), but there
was little relationship between dif�culty and error (r = 0.03).
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