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Abstract. Online Mental Health Communities (OMHCs) enable indi-
viduals to seek and provide support, and serve as a safe haven to dis-
close and share stigmatizing and sensitive experiences. Like other online
communities, OMHCs are not immune to bad behavior and antisocial
activities such as trolling, spamming, and harassment. Therefore, these
communities are oftentimes guided by strict norms against such behav-
ior, and moderated to ensure the quality and credibility of the content
being shared. However, moderation within these communities is not only
limited to ensuring content quality. It is far more complex — providing
supportive spaces for disclosure, ensuring individuals’ privacy, etc. —
because of the sensitive population that they cater to. By interviewing
19 moderators across 12 such OMHCs on Reddit, this paper studies the
practices and structure of moderation in these communities to better un-
derstand their functioning and effectiveness. Our research questions pri-
marily revolve around three major themes — moderation, support, and
self-disclosure. We find practices of moderation hierarchy, and several
distinctions in motivations and responsibilities of the moderators indi-
vidually and as a group. We also notice that these communities predomi-
nantly encourage emotional support, and provide supportive spaces that
encourage self-disclosure on stigmatized concerns. Our findings highlight
the necessity of awareness corresponding to (currently lacking) privacy
concerns, and raises the importance of the presence of mental health ex-
perts (counselors and psychiatrists) in these communities. On the basis
of the insights drawn from this work, we discuss the implications and
considerations for designing OMHCs.
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1 Introduction

Online mental health communities (OMHCs) provide dedicated online spaces
for individuals to discuss, seek, and share information, advice, and support re-
lated to mental health challenges faced by themselves or their near and dear
ones [21,22,61]. The enduring success of these communities has essentially es-
tablished the potential of computer-mediated communication to enable sensitive
and personal discussions. Given the socio-economic dimensions and prevailing
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social stigma associated with mental health, OMHCs are particularly benefiting
because of a variety of affordances, such as facilitating anonymity, peer connec-
tions, candid self-disclosures, and asynchronous participation [1,2,7,18,54].

However, like other online communities, OMHCs are not immune to internet-
related bad and antisocial behaviors, such as trolling, harassment, and spam-
ming [13,16,17,39]. By lifting the moral constraints and social etiquette that
regulate our behavior in physical world situations, online communities may es-
pouse abrasive reactions. Such antisocial behaviors can not only spark arguments
in online communities but can also damage members’ self-esteem, confidence,
and mental health, such as exacerbate their psychological stress [17,67]. In fact,
these consequences are compounded because OMHCs cater to sensitive popu-
lation of individuals (ones possibly struggling with mental health challenges).
For instance, diagnosing, suggesting, and adopting drugs and alternative treat-
ments without clinical corroboration can adversely affect individuals [14,45,67].
Further, since OMHCs are largely peer-driven platforms, it is essential to ensure
the quality, credibility, and supportiveness of content being shared, so that these
communities facilitate positive health and behavior change [12].

Reddit, one of the most popular social media sites [60], consists of several on-
line communities (called as subreddits) where people share and discuss on specific
topics of interests, and among these, there are subreddits dedicated to mental
health (such as depression, anxiety, stress, suicidal ideation, schizophrenia, etc.).
Typically, these subreddits serve as supportive space for mental health, and the
discussions in these subreddits are around thoughts, intents, and apprehensions
of individuals struggling with mental health concerns [2,21,22,70,72].

Amidst the heavily polarized, hate speech landscape on the internet, these
Reddit OMHCs have thus been acknowledged to serve as a “safe haven” for
people who are struggling with mental health conditions [21,23]. In particular, to
maintain the civility, and to ensure that their sensitive and plausibly vulnerable
populations are not adversely served, these OMHCs set norms and guidelines of
member behaviors, and regulate the same through moderation [12,44]. However,
there is no clear knowledge on what works and what does not work with respect
to moderation practices in these OMHCs. Such an understanding would not
only benefit both existing and new OMHCs, but would also potentially help
to recommend guidelines and to design interventions and customized changes
for online mental health communities. In order to contribute towards the broad
research interest of what makes an OMHC effective in terms of transparency in
moderation practices [38,44], this article presents the first study of moderation
and functioning of these communities, via the following research questions:

RQ1 How are the moderators enrolled, and what factors motivate a moderator?
How do individual moderators function together as a group?

RQ2 What kind of support is sought and received in OMHCs? How do the mod-
erators deem themselves fit to provide support in sensitive discussions?

RQ3 How do OMHCs facilitate the members to open up about their self-experiences?
What aspects contribute towards sensitive disclosures? At the same time are
there any privacy concerns, and how are they addressed?
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We interview 19 OMHC moderators spanning across 11 subreddits, and ex-
amine the data using a qualitative inductive coding approach. Our findings reveal
three major themes cutting across the research questions: moderation, support,
and self-disclosure. Along these three themes, we discuss the factors that help
these communities thrive and the challenges faced by both these communities
and their moderators. Finally, we conclude with design implications and recom-
mendations to help improve the functioning and efficacy of OMHCs.

2 Background and Related Work

2.1 Online Mental Health Communities

Online support groups have been around since 1982, they offer social contact
and information to people coping with stress, diseases, and disabilities [48,54].
Several studies have found that participating in online support groups fosters
personal empowerment due to the psychological impact of writing, expressing
emotions, sharing information, interpersonal relationships, and being helped in
decision-making and taking action [7,11,47,59,81]. Besides, a considerable frac-
tion of online users seek mental health-related information on the Internet [62].

In recent years, there has been a growing focus on understanding the char-
acteristics and dynamics of OMHCs. Online communities enable self-disclosure
around mental health challenges, which are otherwise socially stigmatizing [4,21,57,82].
Several platform affordances such as anonymity and asynchronous participation,
have been found to support candid and disinhibiting discourse [2,30,48,54,73].
By participating in these communities, individuals with difficult and sensitive
experiences can build rapport, trust, and intimacy, fulfilling those needs that
may be unmet otherwise in offline settings [6,33,55,63].

2.2 Social Support in Online Communities

Kaplan defines social support as “degree to which an individual’s needs for affec-
tion, approval, belonging, and security are met by significant others” [46]. Erving
Goffman notes that individuals in distress particularly benefit from interactions
with and support from “sympathetic others” who share the same social stigma
and have had similar experiences [32]. Essentially, social support provides a
range of benefits, such as developing coping strategies from distressful events,
psychological adjustment, illness recovery, and reduced mortality [19,53].

OMHCs facilitate individuals to seek and gather peer-to-peer psychosocial
support [72]. OMHC members receive emotional support either directly via mes-
sages of caring and concern, or indirectly via comparisons with others who have
had similar experiences [2,5,26]. For instance, Andalibi et al. [2] studied how
survivors of sexual abuse seek support in Reddit online communities. Commu-
nity members also seek informational support by exchanging information and
advice around their experiences, identifying possible explanations, and building
social capital [10,36]. Other research has studied the efficacy of these two forms
of support in concert: Wang and colleagues explored how emotional and infor-
mational support received in an online breast cancer community impacted group
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members’ participation and satisfaction [79,78]. De Choudhury et al. quantified
the effectiveness of various support seeking behaviors in decreasing depression
and increasing self-efficacy and quality of life [22].

2.3 Self-Disclosure in Online Communities

Self-disclosure as an act of revealing personal information to others, is an integral
part of social interaction. It provides an opportunity to express one’s thoughts
and feelings, develop trust, and build intimacy in personal relationships [43].
However, self-disclosure is a much more complex and critical process for those
with a concealable, stigmatized identity such as mental illness [64]. The stigma
around these conditions may risk unfavorable outcomes such as social rejection
and discrimination, and might be detrimental to wellbeing. Experimental ma-
nipulation studies found that participants do not experience the benefits of dis-
closure when confidant reactions are neutral or negative [65]. However, positive
outcomes of disclosure due to opening up, include a wide range of therapeutic
benefits leading to both physical and mental wellbeing, such as lowered psycho-
logical distress [28,58]. For instance, studying post-traumatic stress experiences
of rape and sexual assault victims, Ullman and Filipas found that disclosures
lead to more positive social reactions [75]. This complex nature of both possi-
bilities are nested within an ongoing process of “stigma management”—coping
with the psychological and social consequences of their identity [32].

A rich body of work in the Computer Mediated Communication (CMC) lit-
erature has studied self-disclosures and the socio-cognitive processes centered
around them. Through several experimental and anecdotal evidence, internet-
based behaviors have been characterized to exhibit high levels of self-disclosure [41].
Self-disclosure in CMC contexts is also argued to be beneficial, having been
linked to trust and group identity [40,42], as well as playing an important role
in social interactions by reducing uncertainty [20,27].

An emergent line of research has investigated the nature of self-disclosures
on social media and online communities. Several quantitative studies have fo-
cused on modeling and characterizing differences in multimodal (textual, visual)
forms of self disclosure on social media [21,24,27,28,51,69,78]. Similarly, from a
qualitative perspective, prior work has studied how individuals undergoing gen-
der transition use Facebook to engage in sensitive disclosures of their experiences
[35]. In another study, Andalibi et al. found that individuals struggling with neg-
ative emotions, such as that related to depression or self-harm, use Instagram
to self-disclose and engage in social exchange and storytelling about their stig-
matized experiences [4]. Existing literature has also investigated unique design
affordances of social media like anonymity, “throwaway” accounts, and selective
audiences enhance self-disclosure [2,3,77].

2.4 Reddit as a Platform for Online Mental Health Communities

Reddit is a widely used online forum where registered users share content in
the form of text, links and images. Users can create a new post or comment
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on existing posts. These posts are organized by topic of discussion into many
sub-communities called “subreddits”, such as politics, programming, science etc.

Reddit is also known to support and facilitate mental health discourse [21]
through a variety of subreddits (or communities) related to specific challenges,
such as depression (r/depression), anxiety (r/anxiety), psychosis (r/psychosis),
stress (r/stress) and suicidal ideation (r/SuicideWatch) [70,72]. These and other
similar communities have also been observed to provide support, such as emo-
tional and informational [4] to individuals coping with mental illnesses (e.g.,
r/helpmecope, r/rapecounseling, r/MMFB (Make Me Feel better)).

Generally, OMHCs on Reddit range from small subreddits with as low as
100 users to large ones with more than 1000 users. These subreddits function
as any other subreddits, facilitating individuals to post and comment, upvote
or downvote content, share links, pictures and videos, etc. However, the dynam-
ics between the members are seemingly different from other subreddits. Posts
in these communities can be seen as a means to ask for help, share problems,
and struggles by individuals approaching these subreddits. On the other hand,
comments provide a means to other members to respond, advice, show kindness
and love, share their experiences, and emphatize with the author of the post.

As noted earlier, support and self-disclosure are the two integral elements of
making support communities work better [25]. Reddit is no exception: as a plat-
form it provides both of these dimensions through its design and features, such
as the community-based structure it holds, and the pseudonymity it offers to its
members. The semi-anonymous nature of Reddit is known to enable candid self-
disclosure around stigmatized topics like mental health [21]. Moreover, Reddit
communities are moderated, and follow certain norms, which help in keeping the
discussions in relevance, and minimizes spamming and offensive content [16,34].

However, prior work has also demonstrated that anonymity is often associ-
ated with the prevalence of a multitude of antisocial behaviors, including trolling,
offensive and hateful speech, and online harrassment to name a few [39,41],
which is also observed on Reddit [8,15,76]. Such activities can have severe conse-
quences to the psychological wellbeing of the community members [9,67]. Saha
et al. found that the exposure to such hateful content can lead to an increase in
stress of the community members [67]. Moreover, in the case of mental health
communities, which serve vulnerable populations, the risks can be far more dev-
astating [31]. Furthermore, privacy challenges in the space of online social media
is well-known [49]. Fabian et al. noted that users are not often aware of the
possibilities to indirectly gather a lot of information about them by analyzing
their contributions and behavior online [29].

Together, we envision the need to better understand the dynamics of OMHCs
in general, and on Reddit as a case example. We present a multi-community case
study of OMHCs, and with our research questions centered around moderation,
support, disclosure, and privacy, we examine what makes these communities
thrive, and what are the challenges that remain to be addressed.

3 Overview of Reddit OMHCs
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Fig. 1: An example OMHC page.

Fig. 2: An example
norms page.

This study considers a variety of online mental health
communities (OMHCs) on Reddit with varied sizes of
both number of members and number of moderators (see
Figure 1). To identify a set of subreddits, we adopted a
snowball sampling approach starting with a few known
subreddits already studied in prior work [2,21,70,72],
and then using Reddit’s subreddit search feature look-
ing for keywords such as “mental health”, “support”,
“counseling”, “depression”, “anxiety”, etc. We iterated
on these mental health related keywords, and subse-
quently augmented them based on frequently occurring
keywords that co-appeared in subreddit descriptions, in-
cluding keywords such as “trauma”, “abuse”, “suicide”,
“therapy”, “coping”, etc. We identified 26 such subred-
dits that are related to mental health. These include
r/depression, r/anxiety, r/mentalhealth, r/depressed,
r/Bipolar2, r/KindVoice, r/dysthymia, r/schizophrenia,
etc. These subreddits widely vary in the number of mem-
bers and the number of moderators, and some of them
also have “auto-moderators” [37]. Auto-moderators are
bots that are programmed to automatically filter and re-
move unwanted activities, such as spam, troll posts, and
posts that do not adhere to community norms.
Norms and Guidelines. Norms and guidelines of these
communities are listed on the landing pages of these com-
munities (see Figure 2 for example). These guidelines de-
scribe the kind of posts that are welcomed in the com-
munity and that posts should not harm other members in any way.

For example r/anxiety norms say, “All posts must be related to anxiety or
anxiety disorders [..] Please do not post anything that would be anxiety-inducing
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Fig. 3: An example page defining the FAQs of a community.

to members of the community.”. For supportive responses, the community mem-
bers are generally reminded to write meaningful and helpful comments. For
example community guidelines in r/depression say, “Encouragement is not help-
ful unless it integrates real, personal understanding of the OP’s feelings and
situation”. Communities also discourage hurtful and racist comments, and may
also discourage research survey, advertisements, and other propaganda on the
community without approval of the moderators.
Wikis and FAQs. Many OMHCs contain Wikis and FAQs (Frequently Asked
Questions) sections where moderators share useful resources for the mental
health issues relevant for their community. They also share information about
other related communities that could be useful for individuals looking for help.
Sister Communities. Many OMHCs identify sister communities. These are
Internet Relay Chats, discord chatrooms, or private related communities. We
observed that these communities serve specific purposes such as synchronous
support, or detailed and privacy-preserving social exchanges.

4 Methods

4.1 Choosing Interviewees

We note that over the years, social computing researchers have studied data un-
obtrusively gathered from Reddit communities for various problems [23,52,74,68,69].
Regarding their perspective towards research, we observed that while some com-
munities explicitly encourage researchers about studying their community, others
warn researchers about not doing so. However most of these communities gen-
erally prefer approval from moderation teams [71]. For instance, the r/anxiety
community says, “While study participation requests are not forbidden, you must
message the mods for approval.” Therefore, we were cautious in not posting
about our research publicly in the community, and we contacted the moderators
in getting approval for conducting research on their community.

4.2 Recruitment Process

Following approval from our institution’s Institutional Review Board (IRB), we
used interviewing as our qualitative research method to study moderation in
OMHCs. All the interviewers are familiar with research in social media and
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Community # Members # Moderators Community Age # Interviews

r/Depression 177,682 11 7 years 2
r/Anxiety 112,415 11 5 years 3
r/adhd 71,890 16 5 years 1
r/BipolarReddit 16,376 7 7 years 1
r/KindVoice 8,939 7 3 years 1
r/schizophrenia 6,959 5 4 years 1
r/MaladaptiveDreaming 4,229 8 3 years 5
r/depressionRegimen 4,161 7 2 years 1
r/AvPD 2,758 2 4 years 1
r/DID 1,830 8 6 years 1
r/dysthymia 643 1 5 years 1
r/mentalhealth 27,996 2 5 years 1

Table 1: Summary statistics of the Reddit OMHCs studied in this paper.

mental health. Three coauthors already owned a Reddit handle and one of them
created a new handle for this study. The interviewers began by actively observing
the chosen 26 Reddit communities (ref: previous section) for two weeks before
embarking on recruiting interviewees. We did not actively participate in these
communities because of their sensitive nature and posting norms. As posting
just for participation would seem disingenuous, we refrained from commenting
or posting, and only made field observations.

For contacting the moderators of the chosen communities, we drafted a single
message introducing ourselves, the purpose of our research study, our reddit
user handles and urls to our personal/academic webpages. This was to establish
trust with the moderators and enhance our credibility. Relatedly, one of the
moderators later informed during the interview – “We get spam mails asking for
interviewing members. However, yours had college name and website and you
did not ask to interview the members, so we were okay with it.”.

We faced obstacles while contacting the moderators. Initially, our recruitment
strategy consisted of contacting each moderator separately using the direct mes-
sage feature on Reddit. However, some of the moderators responded back with
the feedback that the best way to contact moderators is by using the “modmail”
feature. Modmail is essentially a common mail feature which when used, for-
wards messages to all the moderators in the subreddit. We used this modmail
feature to contact the moderators thereafter. Out of a total of 106 moderators
(across 26 OMHCs) who were contacted, 34 moderators responded, 10 of whom
rejected participating in our study outright. To the remaining 24 moderators
who expressed interest, we sent a consent form to participate. Based on the 21
signed consent forms that we received, we conducted three skype interviews, two
email interviews, two phone interviews, 13 Reddit chat interviews, and one face-
to-face interview conducted on the authors’ college campus, with a participant
who happened to live in the same city. Two participants abruptly dropped out in
the middle of their interviews (one each on chat and email), and our rest of the
study concerns the remaining 19 completed interviews. All the interviews lasted
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between 30 to 90 minutes. These interviews were conducted in Spring 2017, and
Table 1 gives an overview of the OMHCs (as of Spring 2017) whose moderators
were interviewed for the purposes of the study.

5 Findings

5.1 RQ1: What it takes to be a moderator

We describe the basic moderation methodology followed in our chosen OMHCs.
For this, we centered our interviews around enrollment policy, motivation, roles,
and responsibilities of moderators. This section presents our observations on
these high level constructs.

Moderator Enrollment Policy OMHCs administer community-specific poli-
cies to enroll moderators. While some communities have subjective and selective
appointment of moderators, other communities follow a more formal application
process that includes documentation and background verification. The themes
of enrollment can be broadly grouped under – 1) Members approached exist-
ing moderation team; 2) Moderators approached members; and 3) Founded the
community.

Members approached moderators. Out of the 16 moderators interviewed, 7 par-
ticipants responded that they volunteered in becoming a moderator. The partic-
ipants’ interest in applying for the role of a moderator had varied purposes, such
as improving the community in terms of activity, engagement, and new features.
This category involves active members who were self-motivated for moderating
in the community.

Moderators approached members. For 7 out of the 16 participants, they were
approached by the existing subreddit moderation team to moderate in the com-
munity. Like in the above case, the members were active members of the com-
munities, which drew the attention of the moderators.

Founded the Community. The remaining three participants created their respec-
tive communities. These moderators felt the need of having a designated com-
munity for their corresponding purpose. One of the moderators said, “I created
this subreddit. There was a subreddit in depression, but I didn’t find any subreddit
on specific condition1, so I created this for focused discussions.

Motivation of the Moderators Next, we discuss the motivation of the mem-
bers in becoming a moderator of the mental health community. The responses
were mostly grouped under the following categories:

Altruism. Altruism is one of the most dominating factors of collaboration in
online communities [80]. Our findings suggest similar observation as most of our
participants agreed to moderate solely on altruistic reasons. They answered that

1 The mental health condition/community name has been obfuscated to safeguard the
identity of the community.
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it does feel good in helping fellow members undergoing mental health challenges.
One participant attributed moderation as a form of “community service”, and an
excerpt of interview response demonstrating altruistic reasons, goes like, “I have
gone through depression myself. Knowing what depression can do to someone, I
aspire to offer support where I can because nobody deserves to feel so low. Being
able to support others also greatly improves my self-confidence and overall makes
me feel better about myself. This motivates me to support more people.”.

Leadership Opportunity. Moderating a subreddit provides an opportunity to
showcase one’s leadership and management skills. This is what motivated two
participants in accepting the role of a moderator. he participants felt they feel
a sense of ownership in moderating a community as one’s own, similar to what
has been observed in prior work [50].

Improving the Community. Another notable pattern in motivation we ob-
served among our participants, was their desire to improve the community in
some regard. This included the cases when, they felt that the community lacked
an active moderator, or they felt they could contribute new ideas, thoughts or
design changes. One of the moderators, who was enthusiastic about bringing in
design and customization changes in the subreddit, commented, “The subreddit
is important to me, and I wanted to improve it. I emailed the mods. I wanted to
include a list of symptoms on the sidebar and also have an announcement that
talked about a ‘treatment’ of specific condition. The moderators invited me to be
a mod so I could make the changes I talked about.”

Awareness about Treatment. While the community norms of many OMHCs
discourage alternative medicine, treatment, and diagnosis related discussion in
their forum, many moderators were motivated to spread a awareness, for exam-
ple, “I felt I could help some people being a moderator by spreading information
about available therapy or training such as mindfulness or the use of supplements
like omega-3, for example, that could be beneficial for people dealing with some
mental health issues.”.

Roles, Responsibilities of Moderators Moderators of OMHCs take up sev-
eral roles and responsibilities. One of the most prevalent roles (among our par-
ticipants) included cleaning up spam and troll posts. In particular, we asked the
moderators how they defined spam, for which they responded – 1) posts which
are offensive and derogatory to community members; 2) posts which violate com-
munity norms by any means (e.g., diagnosis-related posts in some communities);
and 3) posts relating to commercials and irrelevant content. Besides removing
such content, moderators also ban or warn members posting such content. Other
roles included implementing Reddit features such as triggers and design changes
for their community.

One theme we found was the way moderators deal with posts on self-harm
and suicidal thoughts. Interestingly, such posts are a “strict no” for most commu-
nities because of the consequences they may have on fellow members. However,
certain OMHCs employ strategies to specially handle such cases. For example,
one common tactic was that although such posts are removed, the moderators
personally follow up with the member over private chat to help counsel. At times,
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it may be difficult for the moderators to find resolution, such as one moderator
expressed, “I do remove them, and I try to message them but I haven’t found a
way to PM them in a tactful and sensitive way.”.

Notably, a particular OMHC has a methodological follow-up questionnaire,
for every suicide-related posts, with questions centered around “Plan”, “Means”,
“Time set”, and “Intention”. This OMHC further provides and recommends
suicide hotline number. Some OMHCs employ certain design mechanisms, such
as suicide chatlines, where any suicide related posts are diverted, such as a
moderator mentioned, “about suicide chat - suicide textline, we were wondering
if we can put it on the side bar or like as a permanent thing”, and triggers, which
label any self-harm related posts with relevant markers about the content, like
one of the participants commented, “We have a trigger system - You put trigger
in the title - suicide warning”. Finally, moderators also cater to redirecting posts
to more specific suicide related support communities like, r/SuicideWatch.

Moderation Group Structure OMHCs have varying hierarchical structure
among moderators. By hierarchy, we do not mean explicitly assigned moderator
designations but rather the implicit power balance amongst them. We observe
four kinds of hierarchical equations— 1) distinct head moderator, 2) flat hierar-
chy, 3) single moderator, and 4) demarcated roles.

Distinct Head Moderator. Some communities have a distinct head moderator
who functions as the final decision-maker. This person is typically the most active
moderator or the creator the community. As one moderator says, “I feel like there
is a hierarchy but it is never really discussed. For example one moderator is the
founding member and he has an upper say”. As is evident from the interview
excerpt, we found that although head moderators existed in some cases, it was
very implicit and oftentimes not apparent at all.

Flat Hierarchy. Most OMHCs in our study maintain a flat hierarchy, like one
moderator narrated “if I and other person are disagreeing then other opinions
are sought and decisions are taken on majority vote”.

Single Moderator. Small communities may prevail with a single moderator.
These are typically communities in their early stage and are relatively simplistic
models of moderating.

Demarcated Roles. One OMHC assigned every moderator with different du-
ties and demarcated roles: “Every one of the moderators have full permissions
so there isn’t any difference. However, I recruited mod1 because she is the most
active user on the sub. She makes sure content is on topic and is flaired properly.
I recruited mod2 for doing research and building a Wiki page.”

5.2 RQ2: Social Support

Our next research question is centered around support sought and received in
OMHCs, need of medical experts.
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Regulating Support Sought and Received Our interviews suggest that
OMHCs play an integral role in helping individuals who often lack social con-
tact in their physical world lives. We find that individuals who approach OMHCs
usually look for others who are experiencing or have experienced similar prob-
lems. People not only seek emotional support, but also seek advice on alternative
ways to handle pain, stress, side effects of their treatment, etc. Some of the com-
munities explained that comments giving drug suggestions are taken down, but
they encourage people to share information about what worked for them.

One moderator who started the community said, “I created it is as I wanted
people to analyze and contribute to solutions to their everyday situations [..]
it turned on its own into a support group. People started posting about their
issues and received warm responses from others who offered empathy more than
anything else.”. This shows the ways in which a support community caters to
the varying needs of its members.

Need of Medical Experts Since these communities relate to extending sup-
port on mental health conditions, we also asked the moderators if they feel the
need of having medical experts. One OMHC had an expert who was pursuing
her doctorate in psychotherapy. As described by a moderator of this commu-
nity, this expert was active only once in four months and thus was not actively
involved in moderation. Nevertheless, her presence was important as she helped
individuals to understand specifics of their conditions and treatment.

Another community frequently hosts AMAs (which stands for “Ask Me Any-
thing”), where medical experts are invited to answer community members’ ques-
tions regarding their diagnosis, treatment, medication etc. One of the modera-
tors of this community explained the helpfulness of these open sessions, “Before
I became a mod, there was an AMA where a psychologist fielded questions by
members. I believe it was a success. Something like that could be very useful
again in the future.”

Except these two instances, no other community has any moderators who
were medical experts. Moreover, some of these communities did not feel the
need of having medical experts. They argued that their communities only pro-
vide a supportive space whose purpose was not to provide any medical advice.
For example, one moderator commented, “It is a support community because it
consists of people who have experiences with the same problem (mental health
disorder) in this case [...] The community is there to offer advice and share ex-
periences, and not to diagnose.”, and another noted, “We don’t allow actual
medical advice as deciding what kind of treatment needs can’t be done through an
internet forum [..] treatment cannot and should not be decided through internet
forums, that’s not the most major concern we have.”

However, some interviews showed inclination towards having experts, espe-
cially when more authority is required to help an individual, and one of the
moderators expressed the need of experts when their community grows bigger,
“Maybe, I want in the future, when there are more members” This moderator
described that trained professional is necessary to identify individuals needing
immediate attention or to provide tailored help.
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5.3 RQ3: Disclosure and Privacy

For our final research question, we describe moderators’ perspective on self-
disclosure and privacy in OMHCs.

Moderator Perspectives on Mental Health Disclosures We begin by in-
vestigating what features of the community enable and encourage self-disclosures
regarding mental health concerns. First, aligning with prior research [4], we find
that the pseudonymous nature on Reddit appears to be helping people candidly
disclose their experiences around mental health challenges. The second design
feature that enables candid disclosures is “throwaway accounts”. Throwaways
are temporary accounts that users create to dissociate from their primary iden-
tity. Most throwaway accounts are used exactly once; thus their use disallows
user behavior to be tracked historically, or through postings made from primary
Reddit accounts [57].

Alongside the aforementioned design features, responses from moderators re-
vealed motivations for community members’ disclosures. One motivation is that
disclosing or opening up leads to a “sense of belonging”. The social isolation that
one encounters in the offline world is reduced by participating in such online com-
munities where there is a notion of group membership. Next, according to the
moderators, other motivations involved gaining a notion of personal empower-
ment. One interviewee mentioned that opening up about their mental health
concerns provides them the strength to fight the challenge in the offline world.
Being able to articulate their experiences also allows them to gain clarity which
further enables in dealing with the challenges. This relates to how self-disclosure
is allowing individuals to gain perspective and enabling them to fight the mental
health challenges they face [58].

Finally, we found moderators to be optimistic regarding more people freely
opening up on their communities. One moderator attributed this optimism to the
progress made by the community over the years. Specifically, with an increasing
number of members, the community was becoming more active. By seeing others
opening up and finding positive outcomes, more members are inclined to open
up. The same moderator also observed a decrease in the usage of throwaway
accounts over time, “I don’t have any statistics off the top of my head, but just
from my observations, it seems like more people are posting with their original
accounts instead of making one-time-only accounts.”

Privacy Concerns Interestingly, a striking majority of moderators whom we
interviewed did not note any privacy concerns within their respective communi-
ties. Some attributed the lack of privacy concerns to the pseudonymous nature
of Reddit, and others appeared to be incognizant of privacy violations within
their community. Moderators, in general, seemed very respectful of the privacy
concerns of community members. We also obtaineed responses that related this
to a change in the mindset of people in general about mental health challenges.
One moderator commented on the growing awareness around mental health is-
sues and how it enables individuals to easily open up on online communities,
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and another expressed that the privacy provided by anonymous online commu-
nities empowers people to conduct sensitive discussions, “I think more people in
general are being open about their struggles, whether it is online or in person.
I’m seeing more things like celebrities all over the world opening up about having
mental illness(es) and/or being diagnosed.”

However, moderators noted isolated incidents of privacy violations. For in-
stance, a thread asked members to share their location, so they could find and
connect with each other in the physical world. Another incident involved a mem-
ber being stalked on Reddit by another user, who upon investigation was also
a moderator of the mental health community. The interviewed moderator faced
difficulty in resolving the issue between a member and another moderator. Such
contrasting experiences, despite a lack of privacy concerns reveals limited per-
ceptions of risk that one encounters when privacy is compromised.

6 Discussion and Conclusion

6.1 Overview of Findings

By interviewing moderators of online mental health communities (OMHCs), we
examined the moderation practices and perspectives on the functioning of Reddit
OMHCs. Our findings primarily revolve around three major themes — modera-
tion, support, and self-disclosure in Reddit OMHCs. First, we presented insights
on the various motivations, roles, and responsibilities of OMHC moderators. We
note several distinctions— these include altruistic motivations of moderators
and unique responsibilities such as moderating sensitive posts on self-harm and
suicidal ideation. Next, we draw insights on how support is sought and provided.
We observe that alongside emotional support, these communities provide a space
for individuals undergoing mental health challenges to seek and provide advice
on experiences and coping mechanisms. Finally, we note how these communities
provide online spaces for self-disclosure on stigmatized concerns.

6.2 Challenges of Moderation

Based on our interviews with moderators of OMHCs, we identify three major
challenges faced by these communities that seek to provide a safe haven of in-
formation seeking and support to individuals in need.

Privacy. With sensitive and stigmatized mental health concerns being shared
in these communities, it is important to balance that against privacy-related
concerns. We note a striking discord in the notion of privacy as revealed by the
moderators. While a majority of them did not acknowledge any serious privacy
concerns present in the communities they moderate, some moderators expressed
the importance of privacy concerns and expected the community members to
be cautious about what they reveal. While certain design features may enhance
the sense of belonging and can lead to positive outcomes, it is important to
weigh the benefits against concerns regarding an individual’s privacy and po-
tential negative consequences. Intentional or inadvertant release of personally
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identifiable information may be exploited by bad actors or targeted advertisers.
Because there is a perceived safety on the grounds of pseudonymity on Reddit,
rather than a cautionary approach, most responses elicited an incognizant view
towards privacy. This calls into questioning the efficacy of the various community
affordances in supporting moderation and intervention.

Along similar lines, there is a constant negotiation between the goals of self-
disclosure and privacy. Our work suggests the necessity to educate and raise
awareness about privacy-related concerns and subsequent consequences to com-
munity members in a better fashion — this could be driven both at social com-
puting platform level (Reddit), and at community-specific level by the modera-
tors. While it is important that individuals feel comfortable to open up about
their experiences on these communities, it is also crucial that they do so in an
informed manner with regards to potential consequences associated with the
reveal of sensitive and personally identifiable information.

Moderating Content. Our work contributes to understanding transparency of
moderation practices broadly in online communities [38,44], and particularly in
OMHCs. OMHCs have unique moderation goals. In terms of mitigating trolling
behavior, spam, harassment, or even unhelpful content, these communities need
to be extra cautious given the sensitive nature of discussions. These bad be-
haviors may become additional triggers to such a sensitive vulnerable popula-
tion [67]. These communities also see a range on posts on self-harm and suicidal
ideation which could negatively affect other members. Therefore, in contrast
to regular online communities, moderation in OMHCs comes with an increased
sense of liability, responsibility, and opportunity to have significant impact.
Wellbeing of Moderators and Volunteers. The wellbeing of OMHC mod-
erators is an important aspect that is often ignored. They read through sev-
eral posts daily, many of which are psychologically triggering. These moderators
have struggled with some form of mental illness at some point of time, or in the
present. In fact, our participant pool included moderators who acknowledged
that they felt suicidal in the past. One moderator claimed that they were aware
of their own mental health condition, and reckoned that they intentionally should
not go through too much of negative content at a single go, and they limited the
duration of moderation activities per day. To curb negative outcomes such as
moderators being distressed by reading enormous volumes of negative content,
our work implies the need of appropriate measures within OMHC moderation
paradigm to ensure their wellbeing.

6.3 Design Implications

Building on our findings and insights into the challenges faced by OMHCs on
Reddit, we propose the following two design directions.

Improved Triaging of Posts. As discussed before, triaging posts is an ex-
tremely important task on these communities. Beyond tackling trolling, harass-
ment, and spam, members who post about sensitive expect back a response from
the community. Especially, in cases when one posts a critically urgent concern,
they need to be responded back as immediately as possible with peer-support and
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coping strategies. Further, it is crucial that the response is positively affirming
and helpful [56]. However, it is a difficult task for a limited number of modera-
tors to address the concerns in every post throughout the day. The ever-growing
nature of these communities corresponds to further aggravation of the problem.
Some communities have existing features like an auto-mod to ensure that posts
with urgency are flagged and that every post gets an automated response. To
extend these efforts, automated mechanisms could be recommended to provide
scalability and personalized support through efficient triaging of posts. These
communities can additionally collaborate with crisis helpline organizations to
implement strategies of triaging and effective interventions.

Early Detection of Mental Health Concerns. In addition to the above,
automated approaches can facilitate early detections of the adversity of men-
tal health using longitudinal data of the individuals [28,66]. While automated
approaches may lack clinical accuracy and relevance, they can assist in instru-
menting tailored and timely support efforts by recommending consultation with
clinicians and counselors. Similarly, some of the seasoned peer-supporters can
be made aware in advance regarding the concerns of those members struggling
with severity in their mental health conditions.

AMAs with experts. Ask me anything (AMAs) are popular interaction medium
on Reddit where experts answer questions raised by community members. For
OHMCs, our findings from RQ2 suggest that AMAs with clinical experts might
help members of these communities to get access to informational resources and
raise awareness. However, this recommendation does not apply for specific med-
ical questions related to diagnosis or prescriptions.

Designing for support provisioning. Presently, OMHCs rely on the structure
and design of post-comment discussion threads for provisioning and reaching out
for support. The same discussion thread structure is used for asking questions,
raising awareness, sharing experiences and discussing community-related topics.
By designing different interaction mechanisms for reaching out and provisioning
social support, we believe the community can better manage support matching.
For instance, someone who is seeking emotional support can request a listener
who is comfortable with the others’ disclosure. Similarly, someone with a comor-
bid condition might be looking for similar others to understand their experiences.
Such a design can help in delegating responsibilities that are currently taken up
by moderators to other members.
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